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Abstract—The amount of time series data generated in Health-
care is growing very fast and so is the need for methods that
can analyse these data, detect anomalies and provide meaningful
insights. However, most of the data available is unlabelled and,
therefore, anomaly detection in this scenario has been a great
challenge for researchers and practitioners.

Recently, unsupervised representation learning with deep gener-
ative models has been applied to find representations of data,
without the need for big labelled datasets. Motivated by their
success, we propose an unsupervised framework for anomaly
detection in time series data. In our method, both representation
learning and anomaly detection are fully unsupervised. In ad-
dition, the training data may contain anomalous data. We first
learn representations of time series using a Variational Recurrent
Autoencoder. Afterwards, based on those representations, we
detect anomalous time series using Clustering and the Wasserstein
distance.

Our results on the publicly available ECG5000 electrocardio-
gram dataset show the ability of the proposed approach to
detect anomalous heartbeats in a fully unsupervised fashion,
while providing structured and expressive data representations.
Furthermore, our approach outperforms previous supervised and
unsupervised methods on this dataset.

Index Terms—Variational Recurrent Autoencoder, Represen-
tation Learning, Clustering, Electrocardiogram.

I. INTRODUCTION

Detecting anomalies in time series data is an important prob-
lem of interest in applications such as healthcare, energy and
cyber-security. Many Anomaly Detection (AD) approaches
have been proposed over time [1} [2]. However, most of these
approaches are based on supervised machine learning models
that require (big) labelled datasets to be trained. In applications
like healthcare, labels are often difficult to obtain, while the
annotation process is time-consuming and requires domain-
knowledge from experts in the field. Hence, the application of
supervised models is limited by this constraint.

Furthermore, some previous anomaly detection approaches do
not take into account the sequential nature of data by assuming
it is independent and identically distributed in time. When
dealing with time series data it is crucial to consider the
temporal dependencies of the data.

Recently, there is a renewed interest in unsupervised learning,
which is more and more foreseen to play an important role in
the future of machine learning [3]].
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In this work, we propose an unsupervised framework for
anomaly detection in sequential data, based on representa-
tion learning using a Variational Recurrent Autoencoder and
anomaly detection in the representation’s space via Clustering
and the Wasserstein distance [4].

This paper is organized as follows. We start by revising
Autoencoders, Variational Autoencoders and Recurrent Neural
Networks. Then, we present a summary of recent approaches
to anomaly detection in time series data. Afterwards, we
introduce our proposed representation learning model and
detection methodology. Finally, we present and analyse the
results obtained with our model in electrocardiogram (ECG)
time series.

Our contributions in this work can be summarized as:

o Unsupervised representation learning of time series data
through a Variational Recurrent Autoencoder;

o Latent space-based detection using Clustering and the
Wasserstein distance.

II. BACKGROUND

In this section, we revise Autoencoders, Variational Autoen-
coders and Recurrent Neural Networks, including Long Short-
Term Memory Networks.

A. Autoencoder (AE)

Autoencoders [S, |6]] are neural networks trained in an
unsupervised fashion that aim to reconstruct their input. They
consist of two parts: an encoder and a decoder. The encoder
maps input data x € R% to a latent code/representation
z € R% and the decoder maps back from latent code to input
space.

Training is executed by minimizing a reconstruction loss and,
thus, by making the output of the decoder x as close as
possible to the original input x.

Very often autoencoders are undercomplete, i.e. their latent
code z has a lower dimensionality than the input space x and,
hence, they are forced to learn compressed representations
of the input data. This characteristic makes them suitable
for dimensionality reduction (DR) tasks, where they were
proven to work much better than other DR techniques, such
as Principal Component Analysis [7].
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B. Variational Autoencoder

The interest in autoencoders, and unsupervised learning
in general, was strongly revived by the introduction of the
variational autoencoder (VAE) [8, 9].

The variational autoencoder is a deep generative model that
adds a new constraint on the code z of the autoencoder. The
VAE assumes that the latent code z is a random variable dis-
tributed according to a prior distribution pg (z), which is often
defined as a standard Normal distribution, N'(0, I). However,
the true posterior py(z|x) is intractable for continuous latent
variables z. Therefore, variational inference is applied to
find a deterministic approximation ¢,4(z|x) of the intractable
true posterior. Hence, the inference problem is tackled by
solving an optimization one. The approximate posterior is
usually a multivariate Normal distribution, A (g,, 3,), whose
parameters are derived using neural networks.

The VAE training objective aims to maximize an evidence
lower bound (ELBO) on the training data log-likelihood given
by the following equation, where ¢ and 6 are the encoder and
decoder parameters, respectively.

— Dk (94(2)[Ipo(2)) (1)

The distribution for the likelihood term is often a multivariate
Normal or Bernoulli, depending on the type of data being
continuous or discrete, respectively.

The expectation may be approximated using Monte Carlo inte-
gration by drawing L samples from the approximate posterior.

LuLBo = Eq, (2x) [ log po(x|2)]

L
Eorqs(a1x) 108 Po (x|2)] Z ogpe (x|z)  (2)

C. Recurrent Neural Networks

Feed-forward Neural Networks assume data is independent
in time. However, when dealing with sequential data such as
time series this assumption does not hold and, thus, recurrent
neural networks (RNNs) are often applied. Recurrent neural
networks are powerful sequence learners designed to model
the temporal dependencies of the data by introducing memory
into the network. They receive a sequence of input vectors
x = (x1,X2, ..., X7) and, at each timestep ¢, they compute a
hidden state h;. The key aspect about RNNs is a feedback
connection that builds a recurrence mechanism. This mecha-
nism decides how the hidden states h; are updated. In simple
“vanilla” RNNSs, the hidden states are updated based on the
current input and the hidden state at the previous timestep,
h; = f(Ux; + Why_1). The function f is usually a tanh or
sigmoid and U and W are weight matrices shared across
timesteps, to be learned. The hidden state h; acts like a
summary of the sequence of inputs already seen up to timestep
t. RNNs can (optionally) produce an output based on the
hidden state h; at every timestep or just a single output in
the last timestep 7.

However, when dealing with sequences with long term depen-
dencies, RNNs suffer from the vanishing gradient problem.
This happens when the output at timestep ¢ depends on inputs

much earlier in time. Long Short-Term Memory (LSTM)
networks [[10} |1 1] are a variant of RNN proposed to overcome
this limitation.

LSTMs integrate a memory cell and three gates that control the
proportion of the current input to include in the memory cell
iz, the proportion of the previous memory cell to forget f; and
the information to output from the current memory cell, o;.
The updates of the memory at each timestep ¢ are computed
as follows:

ir = 0c(Wih;—1 + Uixy) 3)
f, = o(W he_y + Ujx;) (4)
o, =c(W,yh;_1 + U,xy) (5)
c; =fi ®ci1 + iy @ tanh(W hy 1 + Ucxy) (6)
h; = o; ® tanh(c;) (7N

In the previous equations, i;, f;, o, ¢; and h; denote the
input gate, the forget gate, the output gate, the memory cell,
and the hidden state. © denotes an element-wise product.The
other parameters are weight matrices to be learned, shared
between all timesteps.

Despite the success of LSTMs for sequence modeling, they
still can not integrate information from future timesteps. To
solve this problem, Bidirectional Long Short-Term Memory
networks (Bi-LSTMs) [[12]] were proposed. Bi-LSTMs exploit
the input sequence in both directions by means of two LSTMs:
one executes a forward pass and the other a backward pass. As
a result, two hidden states are produced at each timestep ¢, one
in each direction, h; and h;. Each one of these states acts
like a summary of the past and the future. By concatenating
both of them, a global hidden state h, that represents the whole
context around timestep ¢ is obtained.

III. RELATED WORK

The problem of finding sequences (e.g., ECG heartbeats)
that do not conform with the normal pattern is often framed
as a time series anomaly detection (AD) task, which is a
particular instance of a classification problem (two-class). The
work on AD has increased significantly over the past few years
and has benefited from the progress made in the framework
of deep learning (DL). In healthcare applications dealing with
time series data in particular, the work on anomaly detection
has been mostly based on (supervised) deep neural network
models using either recurrent neural networks or convolutional
neural networks (CNNGs). In this context, Ng et al. [13]] applied
a 34-layer convolutional neural network for classification of
ECG time series. Vig et al. [[14] used long short-term memory
networks for anomaly detection in ECG data. Malhotra et al.
[15] introduced TimeNet, a sequence to sequence autoencoder
model for time series feature extraction, and performed clas-
sification using a supervised classifier trained on the extracted
features. Other works try to mix different neural network mod-
els, such as Karim er al. [16] that proposed an architecture that
integrates both RNNs and CNNs for time series classification.
On the unsupervised learning side, the amount of work de-
veloped in the framework of anomaly detection in time series



data is less than the one exploiting supervised models and
the proposed approaches still do not yield impressive results.
However, recently, there has been an increasing interest in
adopting unsupervised learning models for anomaly detection,
mainly in the framework of representation learning. In this
line, Lei et al. [|I7] proposed a representation learning ap-
proach that converts time series of possibly unequal lengths to
a matrix form while preserving pair-wise similarities between
them and apply it to time series clustering and classification
tasks. Aytekin et al. [18] used a feed-forward autoencoder for
extracting representations of images and performed anomaly
detection using clustering.

All in all, even though some of the aforementioned works
attained state-of-the-art performances, the literature is still very
focused on supervised learning models that heavily rely on
good labels to be trained.

IV. PROPOSED MODEL

In this section, we present our proposed approach that is
based on two fundamental steps: representation learning and
detection. The main difference between our work and previous
approaches is that both representation learning and anomaly
detection are performed in an unsupervised fashion.

A. Representation Learning

Consider a dataset X = {x(™}_, composed of N observed
sequences (e.g., time series), where each sequence n has length
T, x(" = (x§”>, x . xg,fl)), and each datapoint x"
dx-dimensional vector.

The proposed representation learning model is a Variational
Recurrent Autoencoder that works as follows.

The model reads an input time series x(") with 7' timesteps.
Afterwards, a local denoising criterion [[19] is applied by
adding noise to the inputs:

isa

% ~ p(X|x), p(X[x) = N(x]0,021) (8)

This corruption process, at the input level, forces the model
to reconstruct the original input, x, from a corrupted version
of it, x.

The encoder is parametrized by a bidirectional long short-
term memory network of parameter ¢ that processes the input
time series and produces a sequence of hidden states in both
directions. The final hidden states of the forward (—) and
the backward (<) passes generated by the encoder Bi-LSTM
g
This global hidden state hf. is a fixed-length vector represen-
tation/summary of the entire sequence X.

Similarly to Park et al. [20] we simplified the denoising crite-
rion by modelling the posterior distribution given a corruption
distribution around x with a single Gaussian, G4(z|x) =~
45 (21%).

The prior distribution over the latent variables, pg(z), is
defined as an isotropic multivariate Normal distribution,
N(0,1). The parameters p, and X, of the approximate pos-
terior distribution g, (z|x) are derived from the final encoder

are, then, concatenated in a single vector h5. =

hidden state, hf., using two fully connected layers with Linear
and SoftPlus activations, respectively. The SoftPlus function
is used to ensure that the variance is parametrized as non-
negative and activated by a smooth function.

The latent variables z are sampled from the approximate
posterior and computed using the re-parametrization trick as
follows,

zZ=u,+0,0¢€ 9)

where € ~ AN(0,I) is an auxiliary (external) noise variable
and ® denotes an element-wise product.

The decoder (generative model) is another Bi-LSTM that
receives as input a sample z drawn from the approximate
posterior and outputs, at each timestep ¢, the parameters
of the reconstruction of the input variable x. The decoding
distribution pg(x¢|z) is defined as a multivariate Normal with
diagonal co-variance matrix, N (g, , 3y, ).

Both the encoder and the decoder Bi-LSTMs are activated by
a tanh function.

The training objective is to minimize:

£(0,¢:xM) = —Bg s xm) {1°gpo(x(”)|z(”))}
+ APk (do (27 [x ™) |po (2)

We included a weight parameter Akp, in order to adjust
the trade-off between the reconstruction term and the KL-
divergence term.

The expectation in the training objective is approximated by
Monte Carlo integration. The log-likelihood of a particular
sequence x(™) decomposes across timesteps:

(10)

T
logpo (x™[2) = 3 logpe (x”[2™) (A1)
t=1

Since the prior on the latent variables is defined as an isotropic
multivariate Normal distribution, the KL-divergence term in
the training objective has a closed form solution, given by
equation [I2] and does not require estimation.

Dxr (46 (2[%)llpo(2)) = 1/2 [tr(,) — pgz 1, — dx — log(|24])]
(12)
Figure[T]illustrates the proposed representation learning model.

B. Anomaly Detection

In this work, anomaly detection is performed on the repre-
sentations provided by the Variational Bi-LSTM Autoencoder
model. The representation learning model learns to map input
data sequences x with different patterns into different regions
of the space and, therefore, it is straightforward to use those
representations to distinguish between normal and anomalous
samples.

Given a set of latent representations, the goal of anomaly
detection is to find out whether a given representation is
normal or anomalous. For this purpose, we consider three dif-
ferent methodologies: detection via Clustering in the p,, space
(n, = E[gs(z|x)]), detection using a metric based on the
Wasserstein distance and detection using a supervised Support



By, S, My, Dk, P,

- ‘ | | ‘
d
L]

LIER (e (RN R B

RTS8

- - —
h (_,l h ‘{ h f;-

Sampling
| | oz
— — — —
h{ h§ h§ h{
‘ ‘ Linear
V4
— — - SoftPlus
b b b b
| | N(py, 04)
(TI
+n +n +n +n
X1 X2 X3 XT

Fig. 1. Illustration of the proposed representation learning model: Variational
Bi-LSTM Autoencoder.

Vector Machine (SVM) with linear kernel. The latter is used
as a reference to compare the performance of unsupervised vs
supervised anomaly detection. Note that, in this work, anomaly
detection is approached as a two-class classification problem
that is not focused on distinguishing between anomalies.

1) Clustering: The detection approach based on clustering

consists on applying unsupervised clustering to the latent
representations in the approximate posterior mean space (tt,,)
and aims to find the clusters that best describe the normal
and anomalous classes of the data. The principle behind this
technique in rooted on the assumption that most data used
for training the representation learning model are normal and,
therefore, the representations of anomalous samples will lie in
a different region of the latent space. In other words, there will
be a cluster containing the predominant (normal) examples and
all the others will be represented far from those and assigned
to the cluster of anomalous examples.
For this technique we applied three different clustering al-
gorithms in the representations space: hierarchical clustering
[21]], spectral clustering [22] and k-means++ [23]]. The clus-
tering algorithms were set to find 2 clusters, one for each class
(normal and anomalous). The output of these algorithms is,
then, matched with the normal/anomalous classes by setting
the cluster with higher number of data points assigned to be
the normal one.

2) Wasserstein Distance: Since the model parametrizes
either the mean p, and variance o2 of the latent variables (ap-
proximate posterior parameters), in the framework of anomaly
detection, it makes sense to take into account the variability of
the latent representations, 0'2, instead of just their expectation,
1. This idea is motivated by the fact that even though the

representations of normal and anomalous samples in the latent
space might share the same mean, p,, the variability of
anomalous samples relatively to normal ones is likely to be
higher, as pointed out by Cho et al. [24]]. For obtaining an
anomaly score, we compute the median Wasserstein distance
between a test sample z'*** and Ny, other samples within
the test set of latent representations, so that the similarity
between the posterior distribution of a given sample and subset
of other samples is used as anomaly score. This methodology
works under the assumption often made in anomaly detection
problems that most data are normal. The process can be

described by equations [13] and [14}
D> S G

score(z'°**) = median{W (z'**, z*)2} YW

W(ZtCStvzi)Q = Hiu’ztOSt — Hyi
(14)

In equations [I3] and [T4 W denotes the Wasserstein distance
and the subscript 2 and F' denote the f3-norm and the
Frobenius norm, respectively.

V. EXPERIMENTS
A. Data

We applied the proposed model to electrocardiogram (ECG)
time series data. The dataset is the ECG5000, which was
donated by Eamonn Keogh and Yanping Chen and is publicly
available in the UCR Time Series Classification archive [25]].
This dataset contains a set of N = 5000 univariate time series
(dx = 1) with 140 timesteps (I" = 140). Each sequence
corresponds to one heartbeat. Five classes are annotated,
corresponding to the following labels: Normal (N), R-on-T
Premature Ventricular Contraction (R-on-T PVC), Premature
Ventricular Contraction (PVC), Supra-ventricular Premature
or Ectopic Beat (SP or EB) and Unclassified Beat (UB).
In the original data source, the dataset is provided with a
splitting into two subsets: a training set with N, = 500
sequences and a test set with Nieoy = 4500 sequences. Both
the training and test sets contain all classes of data, meaning
that the training set contains both normal and anomalous data.
Moreover, the classes are highly imbalanced: the normal class
is the predominant one followed by the class with label R-
on-T PVC. For validation purposes, we divided the original
training dataset into two subsets - one for training the model
(Xirain) and one for validation (X.,1) - with a splitting ratio of
80/20, respectively. No further pre-processing was executed.
Figure |2 shows the density of each class per set.

B. Training Setup

All the models were implemented using the Keras deep
learning library [26], with TensorFlow backend.
Training was performed using AMS-Grad [27] optimiser, a
variant of Adam [28]], with a learning rate of 0.001. Gradient
computation and weight updates are performed in mini-batches
of size 500 during 1500 epochs. We set the latent space dimen-
sionality, d,, to 5, corresponding to an encoding compression
ratio of 28. The encoder and the decoder Bi-LSTM both have
256 units in total, 128 in each direction. The noise added at
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Fig. 2. Class densities per set.

the input level has a standard deviation o, = 0.80%. We set
the number of Monte Carlo samples L to 1 during training,
following the work of Kingma and Welling [8]]. To compute the
Wasserstein anomaly score we use Ny = 4000. To promote
stability during training, the gradients were clipped by value
with a limit on their magnitude of 5.0. To prevent the KL-
divergence term vanishing problem [29]], we adopted a KL-
annealing strategy in order to vary the weight Akp, of the
KL-divergence term in the loss function (equation [I0). By
doing so, the weight Ay, is initially close to zero - to promote
accurate reconstructions of x in the early stages of training -
and gradually increased to encourage smooth encodings and
diversity.

Furthermore, we adopted a sparse regularisation criterion to
promote sparsity in the hidden layer of the Bi-LSTM encoder
[30], by applying a penalty on the ¢;-norm of the activations,
with a weight parameter of 10~7. The total number of param-
eters to optimize is 273.420.

Training was executed on a NVIDIA GTX 1080TI graphics
processing unit with 11GB of memory, in a machine with an
8" generation i7 processor and 16GB of DDR4 RAM.

VI. RESULTS

In this section, we present the results obtained with the
proposed approach. We analyse the representations learned by
the model and evaluate the anomaly detection results. All the
results reported are evaluated on the test set Xy composed
of 4500 sequences.

A. Latent Space Analysis

Figure E] shows the latent space of the entire test set (Xieg)
with 4500 sequences. Each datapoint is labelled with one of
the five possible classes annotated. For visualization purposes,
we reduced the dimensionality of the latent space from 5 to

2 dimensions using Principal Component Analysis (PCA) and
t-Distributed Stochastic Neighbour Embedding (t-SNE) [31].
For the t-SNE embedding, we set the perplexity parameter to
50.0 and the number of iterations to 2000.
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Fig. 3. Latent space visualization of Xes in 2D via PCA and t-SNE.

Figure [3] reveals a structured and expressive latent space. The
sequences (heartbeats) of the normal class, represented in
green, lie in a region of the latent space different from the
anomalous ones, while similar heartbeats are mapped onto
the same region of the space. Moreover, it is also clear that
different anomalies are represented in distinct regions of the
space. The anomalous heartbeats in blue and orange, which
refer to Premature Ventricular Contractions, are represented
close to each other. Interestingly, the anomaly with label ”R-
on-T PVC”, represented in orange, has a smaller cluster apart
from the larger one (top of the figure). This might be an
interesting result to be analysed by experts.



B. Anomaly Detection

The anomaly detection results are evaluated using Area

Under the Curve (AUC), Accuracy, Precision, Recall and
Fi-score. These scores are weighted per-class. The process
of computing the scores for the different detection methods
proposed makes use of the anomaly labels available, but those
are employed only for evaluation purposes. Since the output of
a clustering algorithm might provide permuted labels, i.e. the
cluster assignments may be permuted between the normal and
anomalous classes, the assignment can be executed under the
assumption that most data are normal, by matching the cluster
with higher number of data points with the normal class.
In the methodology based on the Wasserstein distance, the
AUC is computed by building the receiver operating char-
acteristic (ROC) curve based on the false positive (FP) and
true positive (TP) rates obtained for all possible detection
thresholds, whereas the other metrics are computed for the
detection threshold that leads to the higher scores. For the
clustering approach, since it provides a hard classification
result rather than an anomaly score, the AUC is computed
for a ROC curve with the corresponding TP and FP rate.

In Table [[] we present the detection results evaluated on the
test set, Xtest, using different clustering algorithms and a linear
SVM. All results reported were averaged over 10 runs of both
the representation learning and detection models.

TABLE I
SUMMARY OF THE RESULTS OBTAINED WITH THE PROPOSED MODEL.

Metric Hierarchical | Spectral | k-Means | Wasserstein ‘ ‘ SVM
AUC 0.9569 0.9591 0.9591 0.9819 0.9836
Accuracy 0.9554 0.9581 0.9596 0.9510 0.9843
Precision 0.9585 0.9470 0.9544 0.9469 0.9847
Recall 0.9463 0.9516 0.9538 0.9465 0.9843
Fl-score 0.9465 0.9474 0.9522 0.9461 0.9844

The best unsupervised anomaly detection scores are empha-
sized in bold.
The Wasserstein distance-based anomaly metric yields the best
unsupervised anomaly detection score in terms of AUC. The
results obtained for the three clustering algorithms are roughly
identical. This fact supports the idea that the key challenge in
unsupervised anomaly detection is to learn good (expressive)
representations of data. This is the reason why this work is
strongly focused on representation learning.
Furthermore, the Wasserstein distance-based score outper-
forms clustering-based detection in terms of AUC and is
similar in terms of the other metrics. This result is expected
since this score is taking into account the variability of
the representations in the latent space, rather than just their
mean. The supervised Support Vector Machine performs very
well, while the unsupervised detection methods stay roughly
competitive. Anyway, all detection strategies attained relatively
high detection scores.

Other works have used the same dataset mainly in a
supervised multi-class classification framework, instead of

anomaly detection that is a two-class problem. Even though
both schemes can not be compared in general, since the dataset
is highly imbalanced, with a large predominance of the normal
and one of the anomalous classes (Figure E]) the multi-class
classification problem is almost degenerated in a two-class
one. Therefore, it is interesting to compare our method with
the results reported in other works that considered different
techniques. Table summarizes the best scores obtained
using both supervised and unsupervised learning models in
several recent works and the best results for each metric are
emphasized in bold.

TABLE II
RESULTS OBTAINED ON THE ECG5000 DATASET.
Source | st  Modet [ AUC [ Acc | F
Ours S VRAE+SVM 0.9836 | 0.9843 | 0.9844
) U VRAE+Clust/W| 0.9819 | 0.9596 | 0.9522
Lei et al. [17] S SPIRAL-XGB | 0.9100 - —
. F-t
Karim er al. [[16] S ALSTM.FCN - 0.9496 —
Malhotra et al. |33 S SAE-C — 0.9340 —
Liu et al. [34] U oFCMdd - - 0.8084
“Supervised/Unsupervised; — = score not reported in the cited paper.

Most of the previous works that considered the same dataset
use supervised machine learning models, while just one
follows an unsupervised approach, up to the authors best
knowledge. Under the two-class approximation made above,
our unsupervised approach outperforms previous supervised
learning models in every score reported.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed an unsupervised approach to
anomaly detection based on representation learning and latent
space-based detection. Not only does the proposed represen-
tation learning model does not require labels to be trained
but also the training data might contain anomalous data. The
ratio of anomalous vs normal data used for training can be
diverse, provided that most data are normal. The method can
even deal with ratios of about 40% anomalous data, as was the
case in this work. Since it does not depend on the existence of
anomaly labels, the proposed approach is suitable for a wide
range of applications where time series data are unlabelled,
such as healthcare.

Even though the proposed model is generic to be applied to
other types of sequential data, both univariate and multivariate,
in this work, we focused on healthcare time series data, since
it is an important field of application where the methodologies
are still very focused on supervised machine learning models.

The results obtained are very encouraging, showing that it
is possible to perform anomaly detection when no labels are
available. In fact, our fully unsupervised approach attained
results that compete with a conventional supervised learning
model (the SVM) and outperforms supervised and unsuper-
vised models recently proposed in other works. Nevertheless,



we think much work is still to be done to make unsupervised
learning better in anomaly detection.

Finally, in this work, we tackled anomaly detection from
the point of view of classifying normal and anomalous data.

We

plan to extend this framework to the multi-class case,

to allow distinguishing between anomalies. We think the
representations learned are structured and expressive enough
to allow for such a scenario.
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