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Abstract. Demand forecasting is a prominent business use case that al-
lows retailers to optimize inventory planning, logistics, and core business
decisions. One of the key challenges in demand forecasting is accounting
for relationships and interactions between articles. Most modern forecast-
ing approaches provide independent article-level predictions that do not
consider the impact of related articles. Recent research has attempted ad-
dressing this challenge using Graph Neural Networks (GNNs) and showed
promising results. This paper builds on previous research on GNNs and
makes two contributions. First, we integrate a GNN encoder into a state-
of-the-art DeepAR model. The combined model produces probabilistic
forecasts, which are crucial for decision-making under uncertainty. Sec-
ond, we propose to build graphs using article attribute similarity, which
avoids reliance on a pre-defined graph structure. Experiments on three
real-world datasets show that the proposed approach consistently outper-
forms non-graph benchmarks. We also show that our approach produces
article embeddings that encode article similarity and demand dynamics
and are useful for other downstream business tasks beyond forecasting.
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1 Introduction

Demand forecasting is a prominent business task faced by retailers. Predictions of
future demand for articles sold by a retailer serve as inputs for many operational
decisions, including inventory planning, logistics, and supply chain optimization
[9]. The importance of demand forecasting is further emphasized by a rapid
growth of the e-commerce retail sector, which is expected to account for more
than $6.51 trillion in 2023, taking up 22.3% of the global retail market [10].

E-commerce retailers frequently operate with thousands of articles sold si-
multaneously, and experience dynamic and volatile demand [7]. This poses chal-
lenges for accurate demand forecasting. One of the key difficulties is that the
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article’s demand depends not only on its historical demand, but also on demand
for similar articles, introduction and removal of competing articles, out-of-stock
events, and other information. This emphasizes the importance of incorporating
article relationships into a forecasting model in a principled manner.

Traditional forecasting techniques such as Autoregressive Integrated Moving
Average (ARIMA) models [4] are univariate and consider individual time series in
isolation. In contrast, modern techniques based on deep learning models such as
DeepAR [19] or Temporal Fusion Transformer [13] are trained on multiple time
series simultaneously, which allows learning the past behavior across similar se-
ries. However, such global models are typically unable to incorporate inter-series
relationships during inference, failing to account for the impact of related articles
on the article’s of interest demand. Integrating time series relationships during
both training and inference is feasible with multivariate models such as Vector
Autoregressive (VAR) models [26]. At the same time, such models experience
difficulties with scaling to high-dimensional e-commerce environments.

Recent research has suggested using graphs to account for the inter-series cor-
relations. Representing the data as a graph and using Graph Neural Networks
(GNNs) to extract patterns from graph-structured data allows integrating time
series relationships directly into a prediction model [22]. Studies outside of the
retail domain have shown promising results in forecasting road traffic or weather
events [15,24,25]. At the same time, the literature on GNNs for demand fore-
casting is scarce. Recently, Gandhi et al. [7] proposed a GNN-based forecasting
approach suited for a multiple-seller marketplace setting and demonstrated that
GNNs have potential to improve the forecasting accuracy for cold-start articles.

This paper proposes a novel demand forecasting approach that builds on the
framework of Gandhi et al. [7] and makes two contributions. First, we develop
an end-to-end forecasting model architecture that combines two components: (i)
GNN encoder that incorporates article relationships during training and infer-
ence; (ii) state-of-the-art DeepAR decoder for demand forecasting. In contrast
to recurrent architectures commonly used in the literature, DeepAR produces
probabilistic demand predictions, which are crucial for decision-making under
uncertainty [19]. We denote the proposed forecasting model as GraphDeepAR.

Our second contribution is proposing a generic graph construction approach
that does not require a pre-defined graph structure. We build graphs using pair-
wise article attribute similarity to define connections between articles, which al-
lows leveraging article meta-data to model article relationships and augmenting
it with domain knowledge. Unlike some of the previous approaches, the proposed
solution is highly scalable. We test GraphDeepAR on three real-world datasets
and show that it outperforms the standard DeepAR model.

2 Related Work

2.1 Leveraging Inter-Series Relationships

Forecasting refers to prediction of future events based on the previously observed
data. One of the key challenges in forecasting is accounting for relationships
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between multiple time series [14]. Many of the modern forecasting techniques
focus on a univariate setting, where the task is limited to modeling a single
time series or a small number of individual unrelated series. In practice, one is
often required to forecast a large number of related series at the same time (e.g.,
energy consumption across different households or consumer demand for multiple
related articles) [19]. In such settings, demand for a given article depends not only
on its historical demand, but also on the demand for substitute and complement
articles, launch of new competing articles, and other related factors [7].

One way to account for such relationships during training is to use global
models such as DeepAR [19]. Here, we refer to models that are trained simul-
taneously on all time series available in a dataset as global models. Such global
models are able to learn the past behavior across similar sequences. However,
during inference, they are still limited to univariate forecasts, which prohibits
using the previous values of related time series to predict the target series.

To incorporate inter-series relationships during both training and inference,
previous work suggested multivariate forecasting models such as VAR [26] or
LSTNet [12]. Multivariate models use observations from all available time series
as input and produce joint predictions of multiple time series [3]. Yet, such
models are typically limited to a small number of time series and do not scale
well to environments with thousands of related series. Other attempts to account
for series relationships rely on lower-dimensional representations such as matrix
factorization techniques that scale to larger volumes of data more favorably [21].

2.2 Forecasting with Graph Neural Networks

Recent developments in graph machine learning have inspired researchers to
explore using graphs for modeling relationships between time series [22]. In graph
machine learning, the input data is transformed into a graph, and the entities
and their relationships are represented as graph nodes and edges containing a
set of features. The literature has suggested GNN architectures such as Graph
Convolutional Networks (GCN) to learn from graph-structured data [11].

Prior work on GNNs for forecasting has mainly focused on traffic forecast-
ing, where a graph representation is constructed using locations of the traffic
sensors. For instance, Yu et al. proposed the Spatio-Temporal GCN (ST-GCN)
model that enables faster training [25]. More recently, Wu et al. developed the
GraphWaveNet architecture that learns a self-adaptive adjacency matrix and was
shown to outperform DCRNN and ST-GCN [24]. Other applications of GNN-
based methods include forecasting frost incidence across multiple weather sta-
tions [15] and passenger demand prediction across city areas [1]. Going beyond
applications with a clear pre-defined graph structure, Cao et al. developed a
Spectral Temporal GNN (StemGNN) that uses self-attention to automatically
learn latent correlations between related time series [5]. However, the application
of StemGNN is limited to problems with a small number of time series (i.e., less
than a thousand) due to the computational cost.

In the retail demand forecasting space, where one is faced with thousands
of related time series, the literature on using GNNs remains rather limited.
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Gandhi et al. suggested a graph-based model that combines GNN blocks with
an LSTM layer [7]. The study has shown the superior performance of graph-
based architectures compared to a non-graph baseline. At the same time, the
approach proposed by Gandhi et al. is designed for a multiple-seller marketplace
setting, where the graph structure is defined by seller-article relationships, and
is limited to point-based predictions. This paper aims at bridging this gap and
proposes a novel demand forecasting approach that extends the framework of
Gandhi et al. and addresses some of the key limitations described above.

3 Methodology

3.1 Problem Formulation

We formalize the demand forecasting task as follows. Let A := {Xi, Zi, Yi}Ni=1

denote the time series and features of N articles sold by a retailer, where each
element Ai ∈ A is a tuple with three components. Yi = (yti)

T
t=1 is the individual

time series of the i−th article up to the final time step T , such that yti ∈ R+

represents the demand for article i at some time step t. The articles are described
with two sets of real-valued feature representations: Xi ∈ RM is a vector with M
static features of article i, whereas Zi = (Zt

i )
T
t=1 with Zt

i ∈ RL×T is a matrix with
L time-varying features of article i at time t. The static features reflect article
attributes such as size, color, and others. The time-varying features describe
seasonal events such as week of the year, month, article promotions, and other
attributes that are known in advance.

Our task is to predict demand for N articles during the future K time steps
(yT+1

i , yT+2
i , . . . , yT+K

i )Ni=1 given the historical demand (y1i , y
2
i , . . . , y

T
i )

N
i=1, the

static features (Xi)
N
i=1 and the time-varying features (Z1

i , Z
2
i , . . . , Z

T+K
i )Ni=1.

The accuracy of the forecast is evaluated by comparing predicted demand values
(ŷti)

N
i=1 to the actual values (yti)

N
i=1 across all predicted articles and time steps.

3.2 Graph Construction

We address the demand forecasting task with a novel approach that splits into
two components: (i) a spatial component, which includes the article graph and
the GNN modules that extract knowledge from the graph-structured data; (ii)
a temporal component, which is a sequence model that is able to learn from the
temporal dynamics in the input time series and forecast future demand values.

The spatial component uses a graph, where each article is represented as a
node, and edges between nodes reflect article relationships. That is, we construct
a graph Gt = (N t, E) that describes articles at time t. The graph consists of the
set of nodes N t that includes time-varying node features of articles from A that
are sold at time t. The set of edges E provides pairwise node connections and
contains static edge features representing article relationships.

As reported in Section 2, graph edges are usually pre-defined by the nature
of the problem. However, such knowledge is not available in a generic demand
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forecasting setting, which implies that relationships need to be identified by
domain experts or inferred from data. This work uses attribute-based article
similarity to identify article relationships automatically. We calculate pairwise
cosine similarity scores between articles using static article features:

similarity (Ai, Aj) := cos (Xi, Xj) =
Xi ·Xj

||Xi||||Xj ||
(1)

Note that calculating pairwise similarity values has exponential time complexity.
At the same time, this calculation is only required once on the graph construction
stage, and the graph is stored and reused for different model configurations. To
optimize the time and memory usage of the calculation, we split the data in
article chunks that can be run in parallel to construct the full similarity matrix.

We define an edge between two articles in E if their similarity exceeds a
specified threshold, which serves as a graph construction hyperparameter. This
approach allows us to incorporate domain expertise using the article features but
also enables automatic identification of edges controlled by the choice of graph
hyperparameters. All edges in the constructed graph are undirected.

The node features in N t contain article information leveraged by the model
to make demand forecasts. In our setting, an article can be described by the
attribute-based features and the previous demand lags (i.e., demand across the
previous timestamps). Since article attributes are static and can be directly
inputted in the temporal component, we limit node features to P demand lags:
N t

i = (yt−P+1
i , yt−P+2

i , . . . , yti). The number of lags serves as a hyperparameter.
In addition, we calculate the node in-degree, which measures the number of
neighbors of an article and serves as an additional node feature included in N t

i .

3.3 Model Architecture

The proposed demand forecasting approach leverages a deep neural network that
combines a GNN encoder and a DeepAR decoder. Both components are trained
end-to-end with a single loss function. Further, we refer to the end-to-end model
as GraphDeepAR. The model architecture is depicted in Figure 1.

GraphDeepAR processes articles in mini-batches. For every batch presented
to the model, we construct a graph with dynamic node features containing the
article demand values over a certain time window, which spans over the P con-
secutive time steps prior to the last timestamp in the mini-batch. The similarity-
based graph edges remain static over the timestamps, whereas the node features
are calculated based on the timestamp of the corresponding graph.

The graph Gt = (N t, E) serves as input for the two-layer GNN encoder.
Each of the two layer blocks consists of a graph-based neighborhood pooling,
activation function and dropout. The graph convolution layers represent article
i using aggregated node features of the neighboring articles N t

j∈I , where I is a set
of articles connected with article i. This allows the encoder to gather information
from similar articles and output article embeddings that encode information in
its neighborhood. Formally, the output of the k-th GNN layer for article i at
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Fig. 1. GraphDeepAR Architecture. The figure uses a single article for illustration.

time t is denoted as ht
k(i) and calculated as follows:

ht
k(i) = σ

 1

|N t
j |

∑
j∈I

Wkh
t
(k−1)(j)

 , (2)

where W is a weight matrix to be learned from data, and σ(·) is a Leaky ReLU
activation function [16]. GNN layers share parameters in W across the times-
tamps, which implies that the encoder iteratively learns how to leverage node
features irrespective of the time step. The embeddings generated by the last GNN
layer are denoted as Gi = (gt−P+1

i , gt−P+2
i . . . , gti) with Gi ∈ RD×P , where D is

a hyperparameter indicating the embedding dimensionality.
The temporal component represents a two-layer DeepAR forecasting model

that produces demand predictions for each article. During training and inference,
GNN embeddings (Gi)

N
i=1 encoding the data from the article neighborhood are

concatenated with previous demand values (yi)Ni=1 that both cover the time win-
dow of length P , static article features (Xi)

N
i=1, and known time-varying features

(Zi)
N
i=1 for the previous P and the following K time steps. The concatenated

matrix serves as input to the DeepAR decoder. The decoder outputs the mean µ
and variance s2 of a Students’ t-distribution that is used to model a distribution
over plausible future demand values. This choice is motivated by the heavier
tails of the Student’s t-distribution as compared to a Gaussian, which is more
appropriate for typical demand dynamics in the retail domain. The demand
predictions for the following K time steps are then sampled from t(µ, s).

4 Experimental Setup

4.1 Data

Table 1 overviews the datasets used in the paper. Each dataset provides demand
across different articles sold by a retailer. The first two datasets, retail and e-
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commerce, are publicly available on Kaggle4. The adidas dataset (hidden for
review) is proprietary sales data provided by adidas. The number of articles is
ranging between 629 and 80,838, which allows us to evaluate our approach across
environments with different dimensionality.

Table 1. Datasets Summary

Dataset No. articles No. weeks No. features
Retail 629 148 12
E-commerce 8,810 128 5
adidas 80,838 140 20

In each dataset, we aggregate weekly demand across all stores to produce the
target time series and use between 5 and 20 features, including static features
describing the article attributes (e.g., size and category), and three dynamic
features describing the seasonal patterns (week of the year, day of the month,
week number). Since the original e-commerce dataset includes many articles
where demand is low and static, we limit the training set for this dataset to
articles that have the standard deviation of the weekly demand greater than 1.

We split each dataset into three subsets along the time axis: training, vali-
dation, and test sets. The test set is used for model evaluation and covers the
last 26 weeks. The validation set is used to tune model hyperparameters; the
length of the validation set is fixed to 13 weeks preceding the test set. The train-
ing set covers all data available prior to the validation set. Depending on data
availability, each article may be observed in all three data subsets.

4.2 Setup

To evaluate our approach, we compare the proposed GraphDeepAR model to a
DeepAR benchmark. The two models are trained and evaluated on the same data
splits and share the same hyperparameters. For example, for the datasets retail
and e-commerce, both models use two LSTM layers with a hidden size of 128
and are trained to minimize the t-distribution loss with a symmetric loss penalty.
For the adidas dataset, we use an asymmetric penalty to treat differently under-
and over-prediction costs based on the business context. Appendix A reports
hyperparameter values used on the two public datasets.

There are two differences between DeepAR and GraphDeepAR related to
the addition of the graph component. First, GraphDeepAR includes a GNN en-
coder described in Section 3. For efficient training, the GNN encoder performs
neighborhood sampling that limits the maximum number of article neighbors
considered on each training pass. This is achieved by removing a random subset
of edges for each node in the graph, similar to the sampling strategy introduced

4 Source: https://www.kaggle.com/datasets/berkayalan/retail-sales-data, https://www.kaggle.
com/competitions/competitive-data-science-predict-future-sales/data

https://www.kaggle.com/datasets/berkayalan/retail-sales-data
https://www.kaggle.com/competitions/competitive-data-science-predict-future-sales/data
https://www.kaggle.com/competitions/competitive-data-science-predict-future-sales/data
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in GraphSAGE [8]. Second, while DeepAR benefits from randomized batching,
GraphDeepAR uses synchronized batching, which implies that all demand se-
quences inside one mini-batch cover the same time window. Synchronized batch-
ing reduces the randomness in data shuffling but is required for GraphDeepAR
to ensure that batch-level graphs have node features that are consistent in time.

The forecasting accuracy is evaluated using multiple metrics. On the public
datasets, we use three established forecasting metrics: Root Mean Squared Error
(RMSE), Mean Absolute Error (MAE), and Weighted Mean Absolute Percent-
age Error (WMAPE), which uses actual demand as weights to assign a higher
importance to top-selling articles. The adidas dataset provides the opportunity
to directly measure the forecast quality from a business perspective based on
the financial value of under- and over-prediction. Here, we calculate the mone-
tary loss of two models and report the financial uplift from GraphDeepAR as a
percentage improvement relative to the DeepAR baseline.

Both models are implemented using the PyTorch Forecasting library [2]. We
also use the Deep Graph Library [23] to construct the graph and implement the
GNN encoder. Training is performed in PyTorch Lightning [6]. All experiments
are conducted on compute instances running on Amazon SageMaker.

5 Results

5.1 Graph Illustration

Figure 2 illustrates graphs constructed for the two public datasets. Each node
represents an article color-coded with the article category. For illustration pur-
poses, we do not display the self-connecting edges and limit the e-commerce
graph depicted in the right panel to 1,000 top-selling articles.

Graph Illustration: retail_sales Graph Illustration: future_sales

Fig. 2. Graph Illustration. Article graphs for retail (left) and e-commerce (right).

As described in Section 3, graph edges are based on article similarity. The
retail dataset provides nine article features used to calculate pairwise cosine
distance. The e-commerce data only includes two categorical features indicating
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the article hierarchy. To address this data scarcity, we encode article titles using
a sentence transformer-based encoder with distilBERT [18,20]. The produced
article embeddings of dimension 512 are used to calculate the cosine similarity.

As shown in Figure 2, the neighborhood size varies considerably across arti-
cles: both graphs contain clusters of densely connected articles as well as articles
with no neighbors (42% in the e-commerce graph and 3% – in retail). Given
the 0.95 similarity threshold, the average number of neighbors is 1.21 in the
e-commerce graph and 198.13 in the retail graph (with a standard deviation of
114). This emphasizes the importance of selecting a suitable similarity threshold
and using neighborhood sampling to facilitate fast training. Such variations in
graph structure may affect forecasting accuracy differently for different articles,
depending on the article’s position in the graph and the number of neighbors.

5.2 Predictive Performance

Table 2 presents empirical results on two public datasets. Apart from the overall
forecasting accuracy across all articles, we calculate metrics across three groups:
cold starts, connected articles, and Top-100 articles – the top-selling articles with
the highest total demand. We define cold starts as articles with less than five
historical demand values at the time of the forecast, and connected articles as
articles that have edge connections to other articles in the graph. Examples of
individual demand predictions for several articles are illustrated in Appendix B.

Table 2. Results: Retail and E-Commerce Datasets

Dataset Subset Model RMSE MAE WMAPE

Retail

All articles DeepAR 204.68 51.53 0.43
GraphDeepAR 196.13 50.35 0.42

Cold starts DeepAR 44.79 19.83 0.66
GraphDeepAR 41.78 18.84 0.63

Connected articles DeepAR 207.12 52.34 0.42
GraphDeepAR 198.46 51.12 0.41

Top-100 articles DeepAR 419.40 171.28 0.36
GraphDeepAR 401.27 164.10 0.35

E-commerce

All articles DeepAR 30.36 3.39 0.67
GraphDeepAR 20.65 3.08 0.61

Cold starts DeepAR 8.66 2.62 0.79
GraphDeepAR 8.72 2.62 0.79

Connected articles DeepAR 31.40 3.59 0.69
GraphDeepAR 21.40 3.18 0.61

Top-100 articles DeepAR 164.68 42.78 0.98
GraphDeepAR 110.50 29.60 0.68

Comparing the overall results, we see that GraphDeepAR consistently out-
performs DeepAR in all three evaluation metrics. The largest gains are observed
for the RMSE metric, where GraphDeepAR outperforms DeepAR by 4.36%
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on retail and by 31.98% on e-commerce data. The bigger improvement on e-
commerce can be explained by a substantially larger sample size of the dataset.

Performance gains vary across the article groups. On the retail dataset, the
largest RMSE uplift of 6.72% is observed for cold starts, which suggests that
leveraging historical demand for similar articles is particularly useful if there
are no or too few previous demand values for a given article. Interestingly, we
do not observe improvements for cold start articles on e-commerce data. This
can be explained by the fact that cold starts in this dataset are rare (2% of the
considered articles), have 30% less neighbors compared to carry-over articles, and
tend to have a lower and more stable weekly demand with a standard deviation
of 2.29. This is also reflected in smaller absolute values of MAE and RMSE
achieved by both forecasting models for cold start articles on the e-commerce
dataset in comparison to other article groups.

Considering further article groups, GraphDeepAR consistently outperforms
DeepAR on connected articles on both datasets. This result is in line with our
expectations, since GraphDeepAR aggregates historical demand values over the
article neighborhood, which helps to improve the forecast performance for well-
connected articles. Articles with neighbors constitute 97% articles on retail data
and 58% articles on e-commerce data, which corresponds to a large share of the
sold articles and emphasizes the importance of the observed gains.

The lack of financial data for the two public datasets makes it challenging to
translate the observed gains into monetary values. As a step in this direction,
we evaluate models on 100 top-selling articles, which are likely to be stronger
drivers of the retailer’s profit compared to the rarely-sold articles. The results
indicate that GraphDeepAR consistently improves the forecasting performance
for the top-selling articles, achieving a 4.32% RMSE uplift on retail data and a
32.90% uplift on the e-commerce dataset.

Table 3. Results: adids Dataset

Dataset Subset Financial uplift

adidas

Test set 1 5.42%
Test set 2 4.05%
Test set 3 1.66%
Test set 4 0.52%
Test set 5 0.33%
Test set 6 0.32%
Average 2.05%

The adidas dataset includes information needed to quantify the retailer’s fi-
nancial efficiency. Table 3 reports the financial uplift from GraphDeepAR across
six article subsets. GraphDeepAR consistently outperforms DeepAR on all ar-
ticle splits, achieving the average financial uplift of 2.05%. This implies that
performance gains from our approach are reflected not only in statistical met-
rics, but also in a tangible financial value improvement.
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5.3 Runtime

Introducing a GNN encoder increases the computational complexity of the model.
Table 4 compares the running time of DeepAR and GraphDeepAR across the
three datasets. We provide the training and inference times and calculate the
total running time difference as a percentage increase relative to DeepAR. Model
training and inference is performed using the same Amazon SageMaker instance.

Table 4. Running Time Differences

Dataset Model Training time Inference time Total difference

Retail DeepAR 10.80 min 0.14 min 160.96%GraphDeepAR 28.33 min 0.22 min

E-commerce DeepAR 90.28 min 3.26 min 154.64%GraphDeepAR 234.73 min 3.46 min

adidas DeepAR 55.92 min 20.69 min 120.28%GraphDeepAR 139.80 min 28.96 min

As expected, GraphDeepAR exhibits a longer running time. The largest dif-
ferences are observed during training, where GraphDeepAR is around 159%
slower due to the need to backpropagate gradients through additional GNN
layers. Interestingly, inference with GraphDeepAR is only around 34% slower,
indicating that leveraging graph-structured data on the prediction stage requires
less additional resources. Note that the absolute training times of GraphDeepAR
are not prohibiting from regularly retraining the forecasting model on a weekly
or monthly basis to dynamically update the demand projections. This implies
that in practice, using GraphDeepAR will incur substantially higher costs only
if the forecasting model has to be retrained more frequently.

Compared to DeepAR, GraphDeepAR requires an additional data processing
step that involves pairwise article similarity calculation and graph construction.
In our experiments, the time required to build and export the article graph varied
between 5 and 52 min across the three datasets. Note that this calculation only
needs to be done once and can be reused for different model configurations as
long as no new articles are introduced by a retailer.

5.4 Article Embeddings

GraphDeepAR can be used to produce time-varying article embeddings. The
embeddings (Gi)

N
i=1 outputted by the GNN encoder are learned during training

in an end-to-end fashion and leverage data contained in node and edge features
to produce article representations useful for demand forecasts. The resulting
embeddings can be used in further downstream tasks, such as pricing problem.

Figure 3 illustrates GraphDeepAR’s embeddings for a subset of articles from
the retail dataset for two time steps. Embeddings are mapped onto a two-
dimensional space using UMAP [17] and are depicted as a scatter plot in the
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Fig. 3. GNN article embeddings for retail for week 67 (left) and 75 (right).

upper part of the figure. We highlight three neighboring articles with square
markers. The lower part of the figure shows demand for the highlighted articles
and a box indicating the time window covered by the embedding.

As shown in Figure 3, in week 67 (left panel), demand correlation between
the neighboring articles is negative. Here, despite showing a high attribute-based
similarity, the articles are located far away from each other in the 2D projec-
tion of the embedding space. At the same time, in week 75 (right panel), where
articles’ demand goes in the same direction, the articles move closer to each
other. This illustrates that GNN embeddings integrate two types of informa-
tion: initial article features used for graph construction and demand dynamics
of the neighboring articles. This makes the embeddings useful for other predic-
tion tasks, by serving as a proxy to indicate substitute and complement articles,
under appropriate conditions.

6 Conclusion

This paper proposes a novel demand forecasting approach that leverages Graph
Neural Networks (GNNs) to account for article relationships during training and
inference. We introduce an end-to-end GraphDeepAR model that provides prob-
abilistic demand predictions and avoids reliance on a pre-defined graph structure
for graph construction. The approach is tested on three real-world datasets. The
results indicate that GraphDeepAR outperforms a non-graph benchmark in sta-
tistical metrics and financial value, demonstrating the added value of integrating
the article graph. We also show that GraphDeepAR produces dynamic GNN em-
beddings that can represent articles in different downstream prediction tasks.

Empirical comparisons provide guidelines for decision-makers, revealing do-
mains in which retailers are more likely to benefit from a graph-based approach.
Across the two public datasets, we observe higher gains on a larger dataset,
which indicates that GraphDeepAR has higher potential given a large number
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of related articles. We also observe consistent accuracy gains on articles that have
neighbors in the graph. Constructing a well-connected graph is, therefore, an im-
portant requirement, since GraphDeepAR requires edge connections to leverage
patterns observed for related articles. The good performance of GraphDeepAR
on top-selling articles indicates that our approach is able to improve forecasting
accuracy on the popular articles that drive the retailer’s revenue.

The accuracy gains come at a cost of longer running times. On average,
GraphDeepAR is 159% slower during the training stage and 34% slower during
inference. This indicates that our approach incurs higher costs if the forecast-
ing model has to be retrained frequently, whereas producing predictions with
GraphDeepAR requires a reduced number of additional resources.

The proposed approach introduces additional hyperparameters into DeepAR,
including graph construction (e.g., similarity measure and cutoff) and GNN en-
coder (e.g., embedding sizes and neighborhood sampling ratios). The future re-
search could perform ablation studies to investigate the impact of important
hyperparameters on the model performance and training time.

Using the GNN encoder implies that demand predictions are affected by all
neighboring articles, which makes GraphDeepAR useful for simulating certain
scenarios. One promising direction would be to investigate how forecasts are
affected by introducing or removing articles, which requires reconstructing the
graph at the inference time. Another idea concerns exploring alternative ways of
modeling article relationships. For example, historical demand correlation could
serve as a proxy to build connections if article attribute data is not available.
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Supplementary Material

Appendix A: Meta-Parameters

Table 5 provides the used meta-parameter values of DeepAR and GraphDeepAR
on retail and e-commerce datasets. We split meta-parameters into three groups:
sequential model, GNN encoder, and the training procedure. Note that the GNN
encoder meta-parameters are only relevant for the GraphDeepAR model.

Table 5. Model Meta-Parameters

Dataset Component Meta-parameter DeepAR GraphDeepAR

retail

Sequential model

No. layers 2 2
Hidden size [128, 128] [128, 128]
Cell type LSTM LSTM
Dropout 0.2 0.2
Context length 10 10

GNN encoder

No. layers – 2
Hidden size – [16, 8]
Cell type – GCN
Dropout – 0.2
Similarity cutoff – 0.95
Max no. neighbors – 10
Context length – 10

Training procedure

Max no. epochs 50 50
Early stopping 5 5
Learning rate 5× 10−3 5× 10−3

Optimizer Ranger Ranger
Loss function t-distribution t-distribution
Batch sampler Random Synchronized

e-commerce

Sequential model

No. layers 2 2
Hidden size [128, 128] [128, 128]
Cell type LSTM LSTM
Dropout 0.2 0.2
Context length 10 10

GNN encoder

No. layers – 2
Hidden size – [16, 8]
Cell type – GCN
Dropout – 0.2
Similarity cutoff – 0.95
Max no. neighbors – 5
Context length – 10

Training procedure

Max no. epochs 50 50
Early stopping 5 5
Learning rate 1× 10−2 1× 10−2

Optimizer Ranger Ranger
Loss function t-distribution t-distribution
Batch sampler Random Synchronized
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Appendix B: GraphDeepAR Predictions

Figure 4 depicts several individual demand predictions produced by the DeepAR
and GraphDeepAR models on the retail dataset. As illustrated on the figure,
GraphDeepAR is able to provide better forecasts for some of the articles.
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Fig. 4. Example predictions of DeepAR and GraphDeepAR on the Retail dataset.
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